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KACZOREK TadeusZ

DECOMPOSITION OF DESCRIPTOR FRACTIONAL LINEAR SYSTE MS
INTO DYNAMIC AND STATIC PARTS

A method for decomposition of descriptor fractiolwagar systems with regular pencils
into dynamic and static parts is proposed. The oetils based on modified version of the
shuffle algorithm. A procedure of the decompositgiven and illustrated on numerical
examples.

DEKOMPOZYCJA SINGULARNYCH LINOWYCH UKLADOW
NIECALKOWITEGO RZ EDU NA CZESC DYNAMICZN A | STATYCZN A

Zaproponowano metoda dekompozycji singularnydbviypch uktadéw niecatkowitego
rzedu o wku regularnym na @Z¢ dynamiczn oraz statycz Metoda oparta zostala
na zmodyfikowanej wersji algorytmu przesuwania. rgagntowano procedar
dekompozycji ktéra zostata zilustrowana przyktadaumerycznymi.

1. INTRODUCTION

Descriptor (singular) linear systems have beenesi@d in many papers and books [1-
4,7, 8, 12]. The eigenvalues and invariants asségm by state and output feedbacks have
been investigated in [1-3, 6, 12] and the realoratiproblem for singular positive
continuous-time systems with delays in [10]. Thenpatation of Kronecker’'s canonical
form of a singular pencil has been analyzed in .[l% fractional differential equations
have been considered in the monograph [14]. Fraatipositive linear systems have been
addressed in [5, 9] and in the monograph [11].nbeeger in [13] has proposed the shuffle
algorithm to analysis of the singular linear system

In this paper a method for decomposition of theedp®or fractional linear systems with
regular pencils into dynamic and static parts tlproposed. The method is based on the
modified version of the shuffle algorithm.

The paper is organized as follows. In section 2dbeomposition method is presented
for descriptor fractional discrete-time linear &gt In section 3 the method is extended to
the descriptor fractional continuous-time lineasteyns. Concluding remarks are given in
section 4.

To the best of the author’s knowledge the decontiposof descriptor fractional linear
systems into dynamic and static parts has not beesidered yet.
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The following notation will be used in the paper.
The set ofnxm real matrices will denoted by1™ and O":=0". The set of
nonnegative integers will be denoted By and thenxn identity matrix byl,,.

2. DESCRIPTOR FRACTIONAL DISCRETE-TIME LINEAR SYSTE MS
Consider the descriptor fractional discrete-tinmedir system

EA“X,, = A +Bu , i0Z, ={01..} 2.1)

where, x, OO",u 0O™ are the state and input vectoraJ0O™", ECO™", BOO™™,
and the fractional difference of the ordeis defined by

a i a
A7, :;(—1)k(ij-k ,0<a<1 (2:2)
a 1 for k=0
(kj: a'(a'—l)..lja'—k+1) for k=12... (2.3)
It is assumed that
detE =0 (2.4a)

and the pencil is regular, i.e.
det[Ez- Al £0 2.4b)

for somezOC (the field of complex numbers).
Substituting (2.2) into (2.1) we obtain

i+1

D ECX s = A +Bu, i0Z, (2.5)
k=0
where

_ ok d
G =(-1 (k) (2.6)

The following elementary row operations will be dse
1) Multiplication of the ith row (column) by a real mier c. This operation will be
denoted byL[ixc] (Rixc]).
2) Addition to the ith row (column) of the jth row (conn) multiplied by a real
number c. This operation will be denoted by + j xc] (Ri + j xc]).
3) Interchange of the ith and jth rows (columns). Tdyperation will be denoted by
L[i, j1 (R 1)
Applying the row elementary operations to (2.5)aléain
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chx =[,’:j>s +[§1}ui 0z, @7)

k=0
where E 00" is full row rank and ADOO™", A OO0 gOOY™,
B, 0O™™*™ The equation (2.7) can be rewritten as

i+l

D ECX s = AX + B, (2.8a)
k=0

and
0=AX + Byl &)

Substituting in (2.8bj) by i + 1 we obtain
AXy = —Byuy 8 )4

The equations (2.8a) and (2.9) can be written énfdinm

E]l _[A-cE] _[eE] _ _[c.&] .[B 0
R R s T e N R
If the matrix

E,
2.11
N e

is singular then applying the row operations td(2 we obtain

E i B B
[ Z}ml :P‘)}q {éﬂm +---+[52 "}xo {—”}ui {—“}um (2.12)
0 A20 AZl A2,i BZO BZl
where E,00™" is full row rank with n,=n, and A, 00%", A, 00",
j=0L1..i B, 00™", B, 00" k=01.
Note that the array
E. A-GE CE .. G.E B 0

(2.13)
A 0 O .. 0 0 -B,

corresponding to (2.10) can be obtained from
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E A-GE CE .. o,E B

(2.14)
0 A, 0O .. 0 B
by the shuffle ofA,.
From (2.12) we have
0= AypX + AyX_ +..+ 'K‘z,i Xo + Bygly + Byl (2.15)
Substituting in (2.15) byi + 1 (in state vectax and in input) we obtain
Ay = —ApX == Z2,iX1 = Byl — By, (2.16)

From (2.12) and (2.16) we have

E2 0 1 i Bzo le 0
o e e O e o T e | T B R

If the matrix

E
G 2.18
{AZJ (2.48)

is singular then we repeat the procedure. Contqtlis procedure after finite number of
stepsp we obtain

) B B B
{E"}mﬁ L SR RO Y e VI e TS L OO
0 Ap,O Ap,Z Aui Bp,o prl Bp,p-l
(2.19)
whereE, 0O0™" is full row rank, A, 00™", KijD(”'”P)X“, j=01..,p and

B, 00", B, 00"™ ", k=01...,p—1 with nonsingular matrix

|:_Ep :| |:| ann (9)2
A,

0

Using the elementary column operations we may redue matrix (2.20) to the form

{I”f’ 0 } A, OO (2.21)
A, : .
A21 In—np
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Performing the same elementary operations on thiixnd, we can find the matrix

QOO™ such that
E, 0= Inp 0 (2.22)
Ap,o A‘Zl l n-ny ' .

Taking into account (2.22) and defining the nevtesteector

@O

% =Q7"x = h)} X0 0o, x@0n™, i0z, (2.23)
X

from (2.19) we obtain

X9 = X = E,QQ7%, = A, 0QQ™% + ALLQQ™ X, +...+ A,QQ X

+ proui + Bprlui+1 +...+ E’,p o1l pg
=[ A}()l) A}(f) X +[ Aél) (2) Xn(—li T A(l) Aé-z)] 3(-0(1)
’ Z(Z) A5 ER (2.24)

+ Bp ol + Bp,1ui+1 ot B —1u|+p—1

050 4 AOF@ OFO 4 ADFO)
X T AT H ot ATXyT + AT

+B,oU + Byl +..+ B, U, 10Z,
and
X@ =—AX® - Aél) o _ Af) @_ _ Aél’ X0 - A;SiZ)iO(Z) 229
=Byl —...m prp_lqu_l, i0z,
where
AQ=[AY A®] A, =[AY AP], j=0L..i (2.26)
Substitution of (2.25) into (2.24) yields
X8 = AoXY o+ ALY B U+ B U, 10Z, (2.27)
where
Ao = A~ AL A By = A = AZLAD .29
Bpo =Byo _A;(nz,f)JBp,O"“’Bp,p-l =Bppa~ A;(nz,égp,p-l

The standard system described by the equation )(2s2Zalled the dynamic part of the
system (2.5) and the system described by the equéi25) is called the static part of the
system (2.5).
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The procedure can be justified as follows. The eletary row operations do not change the
rank of the matrix{Ez— A] . The substitution in the equations (2.8b) and5Ribyi + 1

also does not change the rank of the mgtx— A] since it is equivalent to multiplication

of its lower rows byz and by assumption (2.4b) holds. Therefore, thiofiohg theorem
has been proved.

Theorem 1.The descriptor fractional discrete-time linear tegs (2.5) satisfying the
assumption (2.4) can be decomposed into the dynpantq2.27) and static part (2.25).
Example 1Consider the descriptor fractional linear syst@m) for a = 05 with

50 2 02 2 -2 1 2
E=[2 0 1|, A=s| 2 1 0] B=|-1 2 (2.29)
100 -18 0 -1 2 -1

In this case the conditions (2.4) are satisfiedesin

5z-02 -2 2z+
detE =0 anddetEz-A]=|2z-2 -1 z |=z-02
z+18 O 1

Applying to the matrices (2.29) the following elemery row operationd [1+2x(-2)],
L[3+1x(-1)] we obtain

502 02 2 -2 1 2 100 -380-2 3 -2
[E AB=201 2 1 0 -1 2|-j201 2 1 0 -1 2
100 -180 -1 2 -1 000 2 0 1 -1 1](2.30)
{Ei A Bl}
0 A B
and the equations (2.8) have the form
‘Zﬂ:C 100 _|-38 0 -2 . 3 —2u (2.31a)
kzok201)q‘k*1 > 1 o[- 2" '

and
0=[2 0 1x +[-1 1y, (2.31D)
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: . _|a\_____ @) _al@-1]) _ 1
Using (2.6) we obtainc, = [J— a=-05, c,=(-1) (Zj_ o g

sa(@-D..@@-i)

Gy = (-’ and the equation (2.10) has the form

(+D8 omos
100 -33 0 -2 100
2 0 1jx,=| 3 1 0.5>q+é201>q_1
2 01 0 0 O 00O
(2.32)
100 3 -2 0
—.=C4/2 0 1x+/-1 2 |y +(0 O |u,
0 0O 0 0 1 -1

100
The matrix |2 0 1| is singular. Performing the elementary row operati
2 01
2.

L[3+2x(-1)] on (2.32) we obtain the following

100 -33 0 -2 1 0 0]
2 0 1(%x,=| 3 1 05 )g+% 2 0 1|x,
0 0O -3 -1 -05 -2 0 -1
- (2.33)
1 0 O 3 -2 0 O
—..=Cyl 2 0 1 |%+/-1 2 u+|/0 O |u,
-2 0 -1 1 -2 11 -1
The matrix
1 0 0
E2
{_}: 2 0 1 (2.34)
01 1-3 -1 -05

is nonsingular and to reduce this matrix to thanfqi3.21) we perform the elementary
column operationdR[1+3x (-2)], R[2x(-1)], R[23]. The matrixQ has the form

1 0 O
Q=0 0 -1
-21 0

and



1510 Tadeusz KACZOREK

. 1 0 o1 o o0 1 0 0
{_Z}Qz 2 0 1|0 0-1=0 1 0} A;=[-2 -05], n,=2
Ao -3 -1 -05|-21 0 -2 -05 1

The new state vector (2.23) is

1 0 Ofx. -

B . 1 Xi(l) o X, —0

X=Q™% =2 0 1% (=5 X5, L f X = (2.35)
0 -1 0 Xs,i X1 1 3,i

In this case the equations (2.24) and (2.25) Haedéarms

~ 07 -2|- 0 |- 1- ~ 3 -2
= D 4 @ =3O _ ¢ XO 4 u; 2.36
X1+1 |: 2 05j|x1 |:_1:|x1 8X|—1 |+1X0 |:_1 2 j| i ( )

and

x?=[2 05]x?+[025 O]XY +..+cu[-2 O’ -[L -2y -1 -Yu.,, (2.37)

Substituting (2.37) into (2.36) we obtain

- 07 -2]_, 1[1 0] 1 0], [3 -2 00
® = (1) W _ _ @ , _
Ak [o o}q +8[0 —1}“1 q“{—z 1}(0 {0 0}“‘{1 —1}“'*1(2'38)

The dynamic part of the system is described by8)2aBd the static part by (2.37).

3. DESCRIPTOR FRACTIONAL CONTINUOUS-TIME LINEAR SYS TEMS
The following Caputo definition of the fractionatiivative will be used [11]

1 i £ (7)
r(n-a)y (t-)™"

D"’f(t):%f(t): dr, n-1<as<nON={12..} (3.1)

d"f (7)
dr"

where g0, is the order of fractional derivative and ™ (r)= and

Mx) = je‘ttx'ldt is a gamma function.
0

Consider the descriptor fractional continuous-tihmear system described by the state

equation
a

Ed

e X(t) = Ax(t) + Bu(t), O<a <1l (3.2)
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where x(t) 00", u(t)OO™ are the state and input vectors ad@ ™", BOO™™.
It is assumed thadletE =0 and

det[Es— A] # 0 for somes[IcC . (3.3)

Performing elementary row operations on the array

E A B

(or equivalently on the equation (3.2)) we obtain

E A B -
0 A B
and
£, X(0) = AX(O + BU() @5
0= AX(t) + Bu(t) (3)5b

where E, 00" has full row rank. Differentiation of (3.5b) witlespect to time yields

da

A dt?

__gd"
X(t) = -8,z u(t) (3.6)

The equations (3.5a) and (3.6) can be writtenenfdinm

Ejd” . _|A B, 0 ]d-
Lj e X(t) = { O}x(t) +[ O}u(t) +{_ Bj e u(t) (3.7)

EEAB 0
A, 0 0 -B,

The array
(3.8)

(or equivalently the equation (3.7)) can be obtaiftem (3.4) by the shuffle of,.

If matrix [Ej is singular then we repeat the step of the praeefiu (3.7) and after finite

numbers of steps (in a similar way as for discti#he systems) we obtain
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P p1 p,p-1

E,[d”  _|A Byo By | d” Bopa | AP
515wt g oo

where E, 00 ™ has full row rank and the matrix

{Ep} (3.10)
A, .
is nonsingular.

Using the elementary column operations we may redue matrix (3.10) to the form

O oo™ e (3.11)
A21 In—np

and find the matrixQ O O™ such that

E, 0= l,, O (3.12)
'E\p - A21 l n-ny ' .
Defining the new state vector
st =0xt =| *Y| oo™, xooo (3.13)
%(t)
from (3.9) we obtain
da _ o da d(p—l)a
e X (1) = A,QQX(t) + Bou(t) + Bplwu(t) +tot Bp,p-ldt(p—_l),,u(t)
% (1) 4 4 (3.14a)
=[Ay Ap2]|:i2(t):| +Byou(t) + Bplwu(t) tot Bp,p—ldt(p——l)gu(t)
and
- - = = = d“ = dPe
X2 (t) = _AZlX:L(t) - Bpou(t) - Bplwu(t) - Bp-p‘ldt(p——l)au(t) (314b)
where

[Apl ApZ] = Ale Apl 0 anxnp’ Ap2 0 anx(n—l’lp).

Substitution of (3.14b) into (3.14a) yields
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d(pDa
dt(p—_l)au(t) (315a)

:;, X, (t) = AX,(t) + Byu(t) + B, di u(t) +..+ B,

dt

where
A =A.- A\azzﬁv E0 =By - ADZEpO’ E& =B, - Abzgplv--Ep—l =B, ADZEp,p—l' (3.15b)

The standard system described by the equation gBis5called the dynamic part of the
system (3.2) and the system described by the equédil4b) is called the static part of the
system (3.2). The procedure can be justified innailar way as for the discrete-time

systems.

Therefore, the following theorem has been proved.

Theorem 2 The descriptor fractional continuous-time linegstem (3.2) satisfying the

assumption (3.3) can be decomposed into the dynaanit (3.15a) and the static part
(3.14b).

Example 2Consider the descriptor fractional linear syst8m) with matrices

101 010 1
E=|0 1 0, A=|1 0 O B=|-1 (3.16)
00O 0 01 2
The matrices (3.16) satisfy the condition (3.3ksin
s -1 s
detEs-Al=-1 s 0|=-s+1 (3.17)
0O 0 -
From (3.16) we have
€, X(0) = AX() + BU() (3.182)
0= Ax(t) + B,u(t) (3.18b)
where
101 (010 |1 =0 0 1, B =[2]
50 1 0o A%|1 0 of BT|oa) A7 P
Differentiation with respect to time of (3.18b) ks
d? d?
x(t) =-B u(t 3.19
Azdta (t) 2 41 (t) (3.19)

The equations (3.18a) and (3.19) can be writtehérform
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Eld . _[A B, 0 ]d”
[Aj e x(t) = [ 0}x(t) + _ 0}u(t) +[_ Bj e u(t) (3.20)
The matrix
E 1 0 1
=0 10 23)
A

is nonsingular. Performing the elementary columerafion R[3+1x(-1)] on (3.21) we
obtain the identity matrik; and

101
Q=0 1 0 3.22)
0 01
such that
E
=1,. .23
_AJQ 13)

Defining the new state vector

X() = Q7'x(t) = [)_(1(0} L %,(t) = {Xl(t) +%(t)

%) % (1) } X, (t) = %5(t) (3.24)
from (3.20) we obtain

d a
dt?

0
%) = EQX(t) = AX(D) + Bu(t) = { X ﬂxm ; Hua) (3.252)
%, (t) = %5(t) = —2u(t) (3.25hb)

The dynamic part of the system is described byetiigation (3.25a) and the static part by
the equation (3.25b).

4. CONCLUDING REMARKS

A method for decomposition of descriptor fractiod@écrete-time and continuous-time
linear systems with regular pencils into dynamid atatic parts has been proposed. The
method is based on modified version of the shudigorithm. It has been shown that
descriptor linear system can be decomposed if themicils are regular (Theorem 1 and 2)
The procedure of the decomposition has been denadedton numerical examples. Open
problems are extension of these considerationsositipe descriptor fractional linear
systems and to descriptor fractional linear systeitts singular pencils.
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