Logistyka - nauka

KACZOREK TadeusZ

Stability of descriptor positive linear systems

Stabilna¢, dodatnidé, uktady singularne,
pek regularny.

Abstract

The purpose of the paper is to propose a hew mdtirochecking the positivity and asymptotic stapibf descriptor
continuous-time and discrete-time linear systenfe fproposed method is based on the elementary tmesaapplied
to descriptor linear systems with regular pencilBhe descriptor systems with regular pencils arensfarmed
to equivalent standard systems which are usedHecking of the asymptotic stability of descriptgstems.

STABILNO SC SINGULARNYCH LINIOWYCH UKt ADOW DODATNICH

Streszczenie

W pracy podano warunki konieczne i wystargezajdodatniéci i stabilnaici asymptotycznej ukladéw singularnych
0 pekach regularnych. Zaproponowano npweto@ sprawdzania dodatnigi i asymptotycznej stabilsici singularnych
ciggtych i dyskretnych uktadéw liniowych akach regularnych. Proponowana metoda jest opartalzeataniach
elementarnych naggach tych ukladéw. W metodzie tej uklady syngulaneedukowane do réwnowmych postaci
standardowych, ktére gs wykorzystywane nagtnie do sprawdzania stabilsd asymptotycznej tych uktadéw
singularnych.

1. INTRODUCTION

Descriptor (singular) linear systems have beenidensd in many papers and books (Dodig and St@§i69; Dai,
1989; Fahmy and O’'Reill, 1989; Gantmacher, 1960cZ¢eek, 2004; Kucera and Zagalak, 1988; Van Doot&79;
Virnik, 2008). The eigenvalues and invariants assignt by state and output feedbacks have beentigatsl in (Dodig
and Stosic, 2009; Dai, 1989; Fahmy and O’Reill, 4;98aczorek, 2004) and the realization problemsiagular positive
continuous-time systems with delays in (Kaczordl)7b). The computation of Kronecker’'s canonicahfasf singular
pencil has been analyzed in (Van Dooren, 1979). pbsitive linear systems with different fractionaiders have
been addressed in (Kaczorek, 2010; 2011b). Selguiglems in theory of fractional linear systems leeen given
in monograph (Kaczorek, 2011b).

A dynamical system is called positive if its tray starting from any nonnegative initial statemeens forever
in the positive orthant for all nonnegative inpuas. overview of state of the art in positive the@sygiven in (Commalut
and Marchand, 2006; Farina and Rinaldi, 2000; Kealzad002). Variety of models having positive babaean be found
in engineering, economics, social sciences, biokgy medicine, etc..

Descriptor standard positive linear systems byu$e of Drazin inverse has been addressed in (Bralle2003, 2000,
2002; Campbell et. all, 1976; Kaczorek, 1992). H™miffle algorithm has been applied to checking plositivity
of descriptor linear systems in (Kaczorek, 201Td)e stability of positive descriptor systems hagrbévestigated
in (Virnik, 2008).

In this paper the new method based on the elemewaerations for testing the positivity and asyntiptstability
of the descriptor linear systems will be proposed.

The paper is organized as follows. In section 2chdefinitions and theorems concerning the stangasitive continuous-
time and discrete-time linear systems are recalldtk elementary operations are applied to checkirg positivity
and asymptotic stability of descriptor continuoimset linear systems in section 3 and of the degarigiscrete-time linear
systems in section 4. Concluding remarks are givesection 5.

The following notation will be used:] - the set of real number§]™™ - the set ofnxm real matrices,Z, - the set

nxm nx1

of nonnegative integerd,]7™ - the set ofnxm matrices with nonnegative entries and =07%, M, - the set ofnxn

Metzler matrices (real matrices with nonnegativédidgonal entries),M . - the set ofnxn asymptotically stable
Metzler matricesl, - the nxn identity matrix.
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2. PRELIMINARIES
Consider the autonomous continuous-time lineaesyst
X(t) = Ax(t) (2.1)
where x(t) OO" is the state vector and00O™".

The system (2.1) is called (internally) positivex{t) 10", t =0 for any initial conditionsx(0) = x, 007 .
Theorem 2.1(Farina, and Rinaldi, 2000; Kaczorek, 2002) Thetay (2.1) is positive if and only if

AOM,, . (2.2)
The positive system (2.1) is called asymptoticatbble if
Itim X(t) =0 for all x, 007 . (2.3)

Theorem 2.2(Farina, and Rinaldi, 2000; Kaczorek, 2002) Thsifpe system (2.1) is asymptotically stable orflwli
diagonal entries of the matrix A are negative.

Let A=[a,]00™ be a Metzler matrix with negative diagonal ent(ies<0, i=1...,n).

Let define
(0) (0) 0) 0)
a; ... © o ay ... Ay,
A§0)=A= : L= a; n-1 Ago)z : :
o .ol led AL T o Lol
A Y &, - B,
0 (2.4a)
ay;
bi% =la? .. aljl, =
al?
and
(k) ()
(k_l)b(k_l) ak+],k+l e ak+Ln (k) b(k)
AY = kD) _ Cowe O™ | S T T !
TR T T e | Lt AN
, n—-k-: -k
S T 2 4b
0) 0) © (2.4p)
ak+2,k+2 ak+2,n ak+2,k+1
(EL—1: : b br(uﬂ—lz[a&lmz al((t?l.,n]’ ng(—lz
A, o al .,
ez e " pe
fork=1,...n— 1. It is well-known that using elementary opienad we may reduce the matrix
; 8 - 8y,
A= afl afz a2 (2.5)
|81 &2 e g
to the lower triangular form
'a, 0 .. O
~ la, &, .. O
A= a:Zl a:22 . : &P
&, &, .. a,

Theorem 2.3(Farina, and Rinaldi, 2000; Kaczorek, 2002, 201Th¢ positive system (2.1) (the matrikOO™") is a
asymptotically stable if and only if one of thelfaling equivalent conditions is satisfied:
1) All coefficients of the characteristic polynomial

detll s—A]=s"+a,,s"" +..+aS+3a, (2.7)
are positive, i.,ea, >0 fori=1,..n—-1.
2) All principal minors 4, i=1...,n of the matrix-A=[-g;] are positive, i.e.
A =-a,>0 A,=| 2 “%ls0 A =det-A]>0 2.8)
T8y Tay

3) The diagonal entries of the matrices (2.4)
A®¥ fork=1,..n-1 (2.9)
are negative.
4) The diagonal entries of the lower triangular maf#6) are negative, i.e.
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a, <0 fork=1,...n. @1
Consider the autonomous discrete-time linear system
X,, = Ax,i0Z, ={01...} (2.11)

where x 00" is the state vector and 0 0™

The system (2.11) is called (internally) positite 007 , i 0Z, for any initial conditionsx, 00" .
Theorem 2.4The system (2.11) is positive if and only if

ADO™. (2.12)
The positive system (2.11) is called asymptoticsigble if
limx =0 for all x,007 (2.13)

[

Theorem 2.5The positive system (2.11) is asymptotically staibland only if one of the conditions of Theorem3 &
satisfied for matrixA= A-1, .

3. DESCRIPTOR CONTINUOUS-TIME LINEAR SYSTEMS

Consider the descriptor autonomous continuous-iimear system
Ex(t) = AX(t) , x(0) =X, (B.1
where x(t)JO" is the state vectors arid, AOO™". Itis assumed thadetE =0 and the pairK, A) or the pencilEs— A
is regular, i.e.
p(s)=det[Es— A] #0 for somes[I¢ (the field of complex nhumber). (3.2)

Definition 3.1. The systems (3.1) is called (internally) positivefor every consistent nonnegative initial condliti
% OR!, x(t)OR! fort=0.
The following elementary row operations will be d$Kaczorek 2002]:

1) Multiplication of the i-th row (column) by a reabnzero number c. This operation will be denotedLiyx c]

(Rlixc]).
2) Addition to the i-th row (column) of the j-th rovedlumn) multiplied by a real number c. This operatwill be
denoted byL[i + jxc] (RJi+ jxc]).
3) Interchange of the i-th and j-th rows (columns)isTdperation will be denoted bfi, j] (R, j]).
A matrix QOOT" is called monomial if its every row and column tns only one positive entry and its remaining

entries are zero. The inverse mat@X"’ of the monomial matrixQ has only nonnegative entries, i.@ 007"

[Kaczorek 2007a].
It is assumed that using elementary row and colap@rations it is possible to reduce the p&jr4) to the form

P[Es- AIQ=Es- A (3.3a)
where

0 of KZl K22 (3.3b)

n =rankE, n,=n-n,

—_ [r. 0] = |A, A _ _ _ _
E:{w } A:{Aﬂ Aﬂ}, A,OM_, A,OM,, A,00%% A,00%"

and POO™ is a matrix of elementary row operations a@dI7" is a monomial matrix of elementary column

operations.

The matrix P can be obtained by performing the elementary rgerations and the matriQ by performing the
elementary column operations on identity malgjxespectively [Kaczorek 2007a].

Note that ifQ is a monomial matrix thex(t) =Q™'x(t) 11", t=0 for everyx(t)dJ0", t=0 sinceQ* O O™

Theorem 3.1The descriptor continuous-time linear system (&Ijositive and asymptotically stable if and oifilthere
exists a pair of elementary operations matri€e € satisfying (3.3) such that the coefficients &f ffolynomials

p,(s) = de{I S:A&l - éz} =a,s" +a,,8" " +..+as+3, (3.4a)
—Ay — Ay
and
p,(s) =detll s=A,]=s? +a, s +..+as+a, (3.4b)

are positive, i.ea; >0, j=01...,n, anda >0, i=0L...,n,-1.
Proof. It is well-known [Kaczorek 2002, 2007a] that theefficients a, >0, i=041,...,n, -1 of (3.4b) only if the matrix
Az, has only nonnegative diagonal entries and it @reduced by elementary row operations to the matrj,, i.e.
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Pzz‘zz =-l, (3.5)
where P, 0™ is a matrix of elementary row operations. Using@)&nd (3.5) we obtain
{I o O}P ms:Zn —52} _ |nls—_Zn -A, . 3.6)
0 Rj -A; -A, [ RA I,
Premultiplying the matrix (3.6) by the matrix

I A fwen
{ ; . } oge (B.7

we get

{I m Ez}{l nls__zil - z&z} - {l nS __Rll 0 } (3.8)

0 I, | -RAL I, -RA, I,
where A", = A, + A,P,A, OM, since A,0M_ and A,R,A, 00"
Note that
detll ,s- Ayl = de{l nS™An 0 } = de{l n Alz}de{l ST AL T A”}
“BA 1, o 1, -RA, 1,
= de{I n O}de{l WS:Z“ _52} = pde{I ”ls:z“ _52}
0 R -A A, -A A,

wherep = detP, is nonzero constant.
Therefore, the coefficients; >0, j=01,...,n, of (3.4a) if and only if the matrixz\'11 is asymptotically stable Metzler

matrix, i.e. A';[OM, ¢ and

X1 = AL %) (3.92)
and B
%, (1) = P A% (1) (3.9b)
where
N (9 B
X(t) —L_(z(t)}—Q X.

From (3.9) we have,(t) 00O, X,()00%, t=0 sinceA;,0M, , P,A, 00%" and

lim %,(t) = e'x (0) =0 for X, ()OO}
and
lim X, (t) = !im P,A,.X(t)=0.
This completes the proaf.
From (3.2), (3.3a) and (3.4a) we obtain

p(s) = det[Es— A] = det{P™[Es— A]Q"} = detP'Q '] det[Es— A] = kp,(s) (3.10)

wherek = det[P"Q™] =det[QP] ™" = and p,(s) is defined by (3.4a).

detPQ

From Theorem 3.1 and (3.10) we have the followiogpltary.

Corollary 3.1.The descriptor system (3.1) is positive and asyiigatily stable only if all coefficients of the palgmial
(3.2) are nonzero and have the same sign, i.eoefficients are positive K> 0 and negative K < 0.

Note that to check the asymptotic stability of dggor system also the remaining conditions (2)}-0f Theorem 2.3 can
be used.

Example 3.1Check the positivity and asymptotic stability oé thescriptor system (3.1) with the matrices

0 0 0 1 o 1 1 -2
0 -2 0 -4 0 4 -7 7
E= , A= . (3.11)
01 0 2 1 -1 2 -3
0 -1 0 -2 -5 2 -1 3

Performing on the array
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0O 0 0 1 o 1 1 -2
0 -2 0 -4 0o 4 -7 7
E A= (3.12)
0O 1 0 2 1 -1 2 -3
0 -1 0 -2 -5 2 -1 3
the following elementary operationg2+3x2], L[4+3x1], L[3+1x(-2)], L[23] and R[14] we obtain
1000 -2 1 1 o0
- — 0100 1 -3 0 1
E A= (3.13a)
00O00O 1 2 -3 2
0 00O 0O 1 1 -4
or equivalently
1 000 -2 1 1 o
E=peq=|" » % O Azpags|t TP O 1 (3.13b)
" loooof " TT|l1 2 -3 2 '
00O0O 0O 1 1 -4
where
1 00O 0001
-2 010 0100
P= , Q= . (3.13c)
0 120 0010
0 011 1 000
Using (3.13b) and (3.4) we obtain
s+2 -1 -1 O
-A. —-A -1 s+3 0 -
p(s) = de{l nS” A fﬂ} = =10s? +415+18 (3.14a)
-A -A, -1 -2 3 -
0 -1 -1 4
and
— s+3 -2
p,(s) =detll 5= A,,] = 1 S+4‘=32+7s+1o. (3.14b)

By Theorem 3.1 the descriptor system with (3.11pasitive and asymptotically stable since the doiefits of the

polynomials (3.14) are positive.
In this case dg?Q=1 and
0 -1 -1 s+2

0 -2s-4 7 -4s-7
-1 s+1 -2 2s+3
5 -s-2 1 -2s-
Example 3.2Consider the descriptor system (3.1) with the ioadr

p(s) = det[Es— A,,] = =10s® +41s+18= p,(s) .

0 1 0 100
E=|0 -1 0|, A=[0 1 O0]. (3.15)
0 0 1 010

Performing on the array
0 1 0 00
1

1
E A=0 -1 0 0 0 (3.16)
0 0 1 010
the following elementary operatiorid2+1x1], L[23], R[1,2] and R[2,3] we obtain
100 0 01

E A=0 1 0 10 0,n=2 (3.17)
00O 101
Using (3.17) and (3.4) we obtain
_ _ s 0 -
pl(s):de{l"ls:All _ﬁz}:—l s 0|=-s°-s (3.18a)
-A A, -1 0 -

and
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p,(s) =detfl s—A,] =s-1. (3.18b)
Therefore by Theorem 3.1 the descriptor system (8ith5) is unstable.

4. DESCRIPTOR DISCRETE-TIME SYSTEMS

Consider the descriptor discrete-time linear system
Ex, = A, i0Z, ={0L..} (4.1)
where x (000" is the state vector and, ADDO™. It is assumed thadetE =0 and the pail(E, A) or the pencilEz-A is
regular, i.e.
det[Ez—A] #0 for somezO(C. (4.2)
Definition 4.1.The system (4.1) is called (internally) positi¥éor every consistent nonnegative initial conditig, O R_ ,
i0z,, xOR!,i0Z,.
It is assumed that using elementary row and colap@rations it is possible to reduce the p(ﬁrA) to the form
P[Ez- AJO=Ez-A 4.3a)
where
E 2{“& 0} Z\:{;‘}l 52} 'ZnDDElxnl' '&22 DDsznz’ 'Ziz DDE}X”Z! Z\leDTM,
0 0 AZl A22
n = rankE, n,=n-n

(4.3b)

and POO™ is a matrix of elementary row operations a@d17" is a monomial matrix of elementary column

operations.
Theorem 4.1The descriptor discrete-time linear system (4slpasitive and asymptotically stable if and onlythiére

exists a pair of elementary operations matri(}ésj) satisfying (4.3) such that the conditions of tléypomials

p.(2) = de{' w(ZtD-A, - ’3&2} =8,2" +4, 2" +..+8z+4, (4.4a)
- A21 - Azz
and
B.(2) =detll , (2+D) - A,] =27 +3, 27" +.. + &2+ 5, (4.4b)

are positive, i.ed; >0, j=01..,n andg >0, i=0L...,n,-1.

Proof. Premultiplying the pencil Ez- A] by the matrixP , defining the new state vector

z=m=é-l>q, %, 007%, %, 007 (45)
2i
and using (4.3) we obtain
X = AKXy + ALKy, (4.6a)
0= A X + Ay - (4.6b)

The coefficients of (4.4b) are positive if and oiflthe matrix ,Z‘zz -1, is an asymptotically stable Metzler matrix. Insthi
case from (4.6a) we have

X, =—AjAK O0% if X, 007,102, (4.7)
since - A;2 0O0™™ [Kaczorek 2002].
Substitution of (4.7) into (4.6a) yields

Xy = '-5"11 X, (4.8a)
where
'&'11 = 'Zil - 'Z&z'z‘z_zlz‘zl ooy, (4.8b)
From the equality
{lm —AZA;;}{@ QQHAH—@ZA;M 9] 4.9)
0 no LA Ay A A,
it follows that
l (Z+1)_'le _'&12 — A x
det ™ =2 | =def]l, (z+1) - A", ]det[-A,.] . (4.10)
{ - Ay —Azj " &
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By Theorem 2.5 the positive descriptor system (4slpsymptotically stable if and only if the coeféints of the
polynomial (4.4a) are positive, sincet[-A,,] >0. o
Example 4.1Consider the descriptor system (4.1) with the ioadr

1 0 O 05 05 O
E={0 2 0| A=|0 0 1]|. (4.11)
-2 -2 0 -1 -1 -2
Performing on the array
1 0 O 05 05 O
E A=0 2 0 0 0 1 (4.12)

-2 -2 0 -1 -1 -2
the following elementary operationg3+2x1], L[3+1x2] and L[2x0.5] we obtain
100 05 05 0

E A=0 1 0 0 0 05 n=2. (4.13)
000 0 0 -1
Using (4.4) and (4.13) we obtain
- - . |z+05 -05 0
|€)1(z):ole{'”l(”f)"pil "fﬂ}: 0 z+1 -05=2+152+05 (4.14a)
_A21 _Azz 0 0 1
and
p,(2) =detll, (z+1) - A,]=2z+2. (4.14b)

Therefore, by Theorem 4.1 the descriptor systerh (itl1) is positive and asymptotically stable.
5. CONCLUDING REMARKS

A method based on the elementary operations farkihg of the positivity and stability of descriptoontinuous-time
and discrete-time linear systems have been proptssdg the elementary operations the descriptstesys with regular
pencils have been transformed to equivalent standerar systems. Necessary and sufficient camubtifor the positivity
and asymptotic stability of the descriptor systdrage been established (Theorems 3.1 and 4.1). fldwtieeness of the
proposed method has been illustrated on numerixanples. The considerations can be also extendedrdctional
descriptor linear systems (Kaczorek, 2011b).
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